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Abstract

In order to be able to understand a conversation in interaction,
a robot, has to first understand the language used by his inter-
locutor. A central aspect of language learning is adaptability.
Individuals can learn new words and new grammatical struc-
tures. We have developed learning methods that allow the hu-
manoid robot iCub to robot can learn new lexical items by in-
teraction with the human and consolidation of its autobiograph-
ical memory. Then, based on these open class words, the robot
can bootstrap the acquisition of novel grammatical structures
in real-time. Finally, we demonstrate how human gaze can be
monitored, and could be used in order to reduce referential am-
biguity inherent in such learning conditions. These learning ca-
pabilities are demonstrated in a collection of videos.

1. Learning of “open-class’ word through
Human Robot interaction, using an
autobiographical-like memory

In robotic systems based on human-inspired robot task learning
[1], significant attention has been allocated to the mechanisms
that underlie the ability to acquire knowledge from and encode
the individual’s accumulated experience [2], and to use this
accumulated experience to adapt to novel situations [3]. In
this context we consider research on autobiographical memory
(ABM) and mechanisms by which ABM can be used to
generate new knowledge [4].

Figure 1: Physical interaction between the iCub and an human.
Both are interacting with the ReacTable (the blue table). Behind
the robot, its internal representation is displayed on a screen.
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The objective of the current research is to demonstrate how
an autobiographical memory system, coupled with mechanisms
for detecting and extracting regularities can be used to construct
a progressive hierarchy of spatial, and temporal relations that
provide the basis for learning and executing shared plans.

The mixed-initiative dialogue between the Robot and the
Agent is done as described in the Figure 1 and 2, by a simple
oral interaction.
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Figure 2: System Architecture Overview. Human and iCub in-
teract face-to-face across the ReacTable, which communicates
object locations via ReactVision to the Object Property Collec-
tor (OPC). The Supervisor coordinates spoken language and
physical interaction with the iCub via spoken language tech-
nology in the Audio interface. The autobiographical memory
system encodes world states and their transitions due to human
and robot action as encoded in the OPC.

The main purpose of this autobiographical-like is to store
and to manage information related to the world, with the help
of a dialogue between the Human and the Robot. The dialogue
will be about the object of focus, the action to perform and what
to be attentive to.

2. Learning the mapping between structure
of sentences and the structure of meaning -
what we called ”’grammatical constructions”

The goal of this language model is to provide a real-time
and adaptive spoken langue interface between humans and
a humanoid robot. The system should be able to learn new
grammatical constructions in real-time, and then use them
immediately following or in a later interactive session. In order
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to achieve this we use a recurrent neural network (RNN) of a
few hundred neurons (from 100 to 500) with the paradigm of
Echo State Network [5].

The model processes sentences as grammatical construc-
tions [6] — e.g. “put the toy on the left” — and meanings in
a predicate form predicate (agent, object/location) — e.g. put
(toy, left). A grammatical contruction is an abstraction of a
sentence, in which the open class words (e.g. nouns and verbs
: put, grasp, toy, left, right ...) are replaced by a common SW
(Semantic Word) marker. Thus the RNN only have information
about the remaining words in the sentence, namely close
class words (prepositions, auxiliary verbs, etc. the, on,
to, is ...). Therefore the model is able to deal with sentences
that have the same constructions than previously seen sentences.

The target behavior of the system is to learn two conditions
(see Figure 3). In action performing (AP), the system should
learn to generate the proper robot command, given a spoken
input sentence. In scene description, the system should learn to
describe scenes given the extracted spatial relation (SR). More
details on the neural model processing could be find in [7] and

[8].
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Figure 3: Communication between the speech recognition tool
(Supervisor RAD) — that also controls the robotic platform —
and the neural model.

Training corpus for the neural model can be generated by
the interaction with the user teaching the robot by describing
spatial relations or actions, creating <sentence, meaning>
pairs.

In the AP condition, we demonstrate that the model can
learn and generalize to complex sentences including ”Before
you put the toy on the left point the drums.”; the robot will first
point the drums and then put the toy on the left: showing here
that the network is able to establish the proper chronological
order of actions.

Likewise, in the SR condition, the system can be exposed
to a new scene and produce a description such as “’To the left of
the drums and to the right of the toy is the trumpet.”

3. The importance of gaze and
shared-attention
The eyes and more specifically the gaze is an important signal

for social communication. Even at the early stage of the inter-
action with an avatar, the initiation of contact, it plays a cru-

cial role [9]. There are also evidences that at the neural level,
direct gaze elicit greater electrophysiological responses (N170
and early posterior negativity potentials) than averted gaze [10]
in live condition. Several factors influence eye gaze pattern
during a dyadic interaction. Environmental conditions such as
noise in the auditory channel [11] and the role in the interac-
tion or the cognitive state [12] modify the gaze pattern. A set
of principal communicative speech and gaze cues in human-
human interaction were identified and then formalized and im-
plemented in a humanoid robot [13]. The authors demonstrated
the pertinence of these cues and showed that gaze significantly
facilitates cooperation as measured by human reaction time in a
cooperative game. What are less clear are the limits of accept-
ability of spatial and temporal disruption of the interlocutor’s
gaze. To answer these questions, we developed a super Wizard
of Oz platform. In this platform, a confederate’s head move-
ments and gaze trajectories are tracked in real-time and repli-
cated on the iCub humanoid robot. By manipulating the latency
and spatial shifting of head movements and/or gaze trajectories,
we will determine the real limits that are acceptable for humans
during face to face interaction.

4. Conclusion

The ability of the system to control gaze and monitor the gaze of
the human will be of central importance in establishing a shared
space for learning and interaction. The ensemble of mech-
anisms described for learning open class words, using those
words to bootstrap grammar acquisition, and the use of gaze
for shared attention will be crucial in the further development
of speech-based interaction with robots. Demonstration videos
of these functions can be seen at the following addresses:

e Gaze impact:
http://www.youtube.com/watch?v=Sv2hQCW7q54

e Autobiographical memory, learning through interaction:
http://www.youtube.com/user/MaximePetitU846/videos

e Understanding complex sentence structure:
http://youtu.be/AUbJAupkU4M

e Producing complex sentence structure:
http://youtu.be/3ZePCuvygiO
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